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Our image of the working scientist remains inherently romantic (1).  We envision an individual,
working alone, pursuing knowledge in an area solely for its intrinsic interest.  As attractive as the
image may be, it has little to do with the realities of current work in the sciences (2, 3, 4).  Scientists
work in a distinctly social setting, conducting their work in both collaboration and competition with
others (5, 6).  This work, moreover, occurs in organizational settings, including business, government
and academia.  Thus, the pressures that face people working in any organization—pressures of time,
conformity, resources, and production—also confront scientists.

Although one might argue that scientists, by virtue of their work, are granted more autonomy and
are carefully buffered from the more “ugly” demands of organizational life, the conditions currently
confronting most scientific endeavors are such that we can expect organizational pressures to become
a progressively more important influence on scientific work.  The emerging forces of the new
economy, where innovation is the true competitive edge, move scientists from the periphery of the
business world to the heart of the industrial enterprise (7).   Academia, moreover, under the financial
pressures imposed by funding cutbacks, has placed a new emphasis on responding to the needs of the
business community (8).  Finally, academia has begun a slow process, for good or ill, of learning how
to manage itself differently, and manage itself like a business.

Given these pressures, there is a need to understand how organizational variables influence
scientific integrity. Unfortunately, systematic studies of scientific integrity are virtually nonexistent.
However, a number of scholars have sought to understand the variables that influence integrity in
organizational settings as a general phenomenon.  Accordingly, our intent in the present study is to
examine prior studies of integrity with respect to their implications for understanding organizational
influences on scientific integrity.  We will begin by considering the findings obtained in one line of
research concerned with the individual and situational factors that influence integrity in
organizational settings.  Subsequently, we will examine the kind of organizationally-based situational
variables that might influence scientific integrity using a multi-level perspective that considers
situational variables operating at the individual, group, and organizational levels of analysis (9).

Studies of Integrity
Psychological studies of integrity have typically employed one of two broad approaches (10).  The
first approach holds that integrity, or the lack thereof, is primarily a function of certain characteristics
of the situation in which people find themselves.  Thus, studies along these lines examine the
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opportunities provided for dishonest behavior
(11), the reinforcements and punishments
associated with unethical acts (12), perceptions
of procedural justice (13), and stress and
authority norms (14).  The second approach
holds that a lack of integrity is primarily a
function of certain characteristics of the
individual.  Scholars applying this second
approach have sought to develop global measures
of integrity (15, 16), and identify certain unique
characteristics of people that are associated with
a lack of integrity (17, 18).

Individual Variables
In one series of studies along these lines,
Mumford and his colleagues (19-21) sought to
develop a general model of the individual
characteristics likely to promote destructive or
unethical acts.  To identify the characteristics of
individuals related to the propensity for unethical
acts, Mumford and his colleagues reviewed
relevant studies in the clinical (22-24),
management ethics (12, 18, 25), social-
personality (26-28), and criminology (29-31)
disciplines.  This review resulted in the
identification of seven individual characteristics
that might plausibly be related to socially
destructive unethical behavior:  1) narcissism,
2) fear, 3) outcome uncertainty, 4) power
motives, 5) object beliefs, 6) negative life themes,
and 7) lack of self-regulation.

These differential characteristics were held to
operate as a dynamic syndrome in shaping
unethical acts.  It was held that narcissism, or
extreme self-absorption and overevaluation of the
self leads to a motivated defense of a weak self-
system (22, 32).  This perception of threat, in
turn, induces outcome uncertainty and activates
power motives as a defensive strategy.  Fear, or

to the emergence of object beliefs, or the view
that others can be used as tools for personal gain
(14, 22).  In harming others, unless such effects
are inhibited by self-regulation, people are likely
to acquire negative images of others and their
relationships with others.  Thus, object beliefs,
along with fear, may lead to the emergence of
negative life themes.  Negative life themes, along
with object beliefs, power motives, self-
regulation and outcome uncertainty reflect beliefs
and motives held to exert direct effects on
people’s willingness to engage in destructive
unethical acts.  Figure 1 provides a summary of
the key structural relationships specified in this
model.

In an initial test of the plausibility of this
model, O’Connor, Mumford, Clifton, Gessner,
and Connelly obtained biographies for 82 notable
historic leaders (21).  They content-coded the
“rise to power” chapters included in each
biography for leaders’ expression of behaviors
indicative of the seven characteristics included in
this model (e.g., object beliefs, narcissism, etc.),
and obtained indices of the harm done to society
by leaders’ policies.  In a subsequent causal
modeling effort, not only was support obtained
for the ability of these variables to predict harm
done by leaders’ policies, it was found that the a
priori structural model presented in Figure 1
provided adequate fit to the observed data.  The
resulting model is shown in Figure 2.

In the second set of investigations, Mumford,
Connelly, Helton, Mowry, and Osburn sought to
determine whether the variables included in this
model could account for scores on standard
measures of integrity (34).  Here 292 subjects
were asked to complete two overt measures of
integrity, the Reid Report (35) and the London
House PSI or Personnel Selection Inventory (36).

Figure 1.  General structural model for individual influences on integrity.

anxiety, is also held to lead to
perceptions of threat, thereby
leading to outcome uncertainty
(33).  When people are uncertain
about their capacity to attain
desired outcomes, self-protective
tendencies will activate power
motives, although the activation of
power motives may be somewhat
inhibited by the tendency of fearful
individuals to withdraw.

Once activated, power motives
induce a tendency to harm or
exploit others which, with the
resulting desensitization, may lead
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Both these measures examine theft, dishonesty,
and punitive attitudes as direct markers of
integrity.  In addition, 400 subjects were asked to
complete two commonly used personality based
measures of integrity (37) – the Socialization and
Delinquency scales of the California
Psychological Inventory (CPI).  Here background
data scales were developed to measure each of
the characteristics included in this model using
the procedures suggested by Mumford, Costanza,
Connelly, and Johnson (38).  Again, it was found
that the structure of the a priori model was
confirmed.  However, here it was found that
although scores of these differential variables
yielded effective prediction of integrity test
scores (r = .32), the obtained prediction was not
of overwhelming power.  Figure 3 illustrates the
nature of the results obtained in this study, while
Table 1 describes the items used to measure these
variables.

A potential explanation for the limited, albeit
significant, impact of these variables on integrity
test scores may be found in a study conducted by

necessarily make unethical decisions unless they
had reason to believe that the actions taken
would be supported by people in authority.  Thus,
it appears that situational variables might
influence ethical decisions potentially interacting
with individual predispositions in conditioning
the occurrence of unethical behavior or,
alternatively, by creating unique effects on
unethical behavior.

Situational Variables
In fact, beginning with the work of Hartshorne
and May (11), many scholars have argued that
situational variables might exert strong effects on
unethical behavior.  In an initial investigation
intended to identify the kind of situational
variables that might influence the occurrence of
unethical acts, Gessner, O’Connor, Mumford,
Clifton, and Smith developed a set of life history
items intended to capture exposure to situations
likely to influence development, or expression of,
the various individual characteristics held to

Figures 2.  Test of structural model for individual influences with respect to
leader destructiveness.

Figures 3.  Test of structural model for individual influences with respect to
integrity.

Mumford, Gessner, Connelly,
O’Connor, and Clifton (20).  In
this study, 152 Masters of
Business Administration (MBA)
students were asked to work on an
in-basket exercise which presented
32 decisions that might be made
by regional sales managers.  On
half of the items included in this
in-basket exercise, the MBA
students were presented with
ethical decisions where the actions
selected might result in harm to
others or harm to the organization.

Prior to starting work on this
task, the MBA students were asked

to complete the background data
scales measuring the beliefs and
motives relevant to integrity (e.g.,
object beliefs, power motives,
etc.).  Additionally, manipulations
were made in the conditions of
task performance, specifically
authority norms, psychological
distance, and feelings of self-
efficacy.  It was found that MBA
students who expressed individual
characteristics held to influence
the occurrence of unethical acts
would take unethical actions when
feelings of self-efficacy were low.
However, they would not
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influence unethical behavior (e.g., object beliefs,
outcome uncertainty, etc.) (39).  A subsequent
factoring of these items after they had been
administered to 285 undergraduates, lead to the
identification of seven situational factors:
1) alienation, 2) non-supportive family, 3) nega-
tive role models, 4) life stressors, 5) competitive
pressure, 6) exposure to negative peer groups,
and 7) financial need.  Table 2 illustrates the
nature of the items used to measure these
variables.

To examine the impact of these variables on
integrity, Mumford, Connelly, Helton, Mowry,
and Osburn, administered the life history items
measuring exposure to these situational factors to
the 292 subjects asked to complete the two overt
integrity tests, the Reid Report and the PSI, and
the 400 subjects asked to complete the two
personality-based tests, the CPI socialization and
delinquency scales (34).  In this study, scores on
the overt and personality based measures of
integrity were both correlated with, and regressed
on, the seven situational scales.

The first major finding to emerge from these
analyses was that the situational scales were
correlated with scores on the measures of

individual characteristics held to influence
unethical behavior (e.g., negative life themes,
object beliefs, etc.) yielding bivariate correlations
in the .40s.  The second major finding indicated,
however, that the situational variables were
strongly related to integrity test scores producing
relationships in the mid-.20s to low-.50s.  Of
these variables, exposure to negative peer groups,
alienation, and financial need appeared to
produce the strongest relationships across the
four measures of integrity.  The third major
finding to emerge in these analyses indicated that
the situational variables yielded better prediction
of scores on the four integrity tests than the
individual variables while yielding significant
gains in prediction when added to the individual
variables.  The results obtained in this third
analysis are summarized in Figure 4 which
indicates that the situational variables accounted
for far more variance in integrity test scores than
the individual variables.

Although these findings underscore the
fundamental importance of understanding
situational influences in attempts to understand
and control unethical acts.  These findings leave
two crucial questions unanswered.  First, they do

Table 1:  Examples of Items Included in the Individual Scales

Individual Scales Example Items

Object Beliefs Surprised by how much people invest in friendships; did not do favors for people
who could not return them; told white lies to get own way; viewed dealing with
people as a game; has not gotten emotionally involved when dealing with people.

Power Motives Frustrated when could not convince friends to adopt one’s view; was important to
be on the winning side; was willing to make a scene to get compliance from others;
enjoyed making others do things; liked to have the last word.

Negative Life Themes Enjoyed parties where people were really out of control; was not upset by media
violence; spending time with family was not important; has not reflected upon
one’s purpose in life as much as others.

Outcome Uncertainty Often planned for things that never happened; wished things would slow down or
remain the same; worried about the future; annoyed by people who claimed
something was a sure thing; wished there were more guarantees in life.

Fear Friends thought they worried too much; often agonized over decisions; often woke
up at night for no apparent reason; was bothered by things that could go wrong
when things were going well; had difficulty making decisions about the future.

Narcissism Tried to make self look good; was important to receive praise from others; spend a
lot of time worrying about appearance; did not talk about things not of interest to
them; did not spend time with others whose opinions were different.

Lack Of Self-Regulation Not hard on one’s self; rarely said the right thing at the right time; not important to
identify own limitations; took long to fit in with an unfamiliar crowd; did not
express opinions according to the situation at hand.
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not tell us exactly how unethical acts are
influenced by situational variables.  For example,
situational variables might constrain unethical
behavior, interact with individual variables or,
alternatively, compel unethical behavior in their
own right.  Second, these findings do not tell us
about the specific kinds of situational variables
that act to influence unethical behavior in the
kind of organizational settings in which scientists
are likely to work.  Accordingly, in the following
sections, we will examine the specific kinds of
situational variables operating at the individual,
group, and organizational levels that might
influence scientific integrity.

Individual Level
Of the situational variables found to be related to
integrity, stress seems to be the variable most
likely to be linked to integrity in research work.
Scientific work is known to be demanding and
stressful resulting from multiple commitments,

deadlines, the need to acquire resources, and
uncertainty about project outcomes (40).  When
these occupational demands are combined with
the intense focus characteristic of those engaged
in scientific work (41), it seems plausible to
argue that stress represents an endemic feature of
life in the sciences.  Although, up to a point,
stress may contribute to productivity, high levels
of stress may not only prove debilitating, but,
more centrally, may contribute to incidents of
unethical conduct through two distinct
mechanisms (42).  First, high levels of stress may
lead people to take more risky actions than they
might under other conditions due to the negative
effects of stress on self-regulation (27).  Second,
stress reduces the cognitive resources available
for reasoning and analytical problem solving
(43).  This loss in cognitive capacity is
noteworthy because effective moral reasoning
inhibits the occurrence of unethical acts (18, 44,
45).  These observations, in turn, lead to our first

Table 2:  Examples of Items Included in the Situational Scales

Situational Scales Example Items

Alienation Had worked in a setting where they saw discrimination; had superiors who were
condescending; worked with people and withheld information; had belonged to
organizations in legal trouble; lost something because others took advantage of
status or position; often worked in situations where they could not keep up with
demand.

Non-Supportive Family Parents were not consistent in praise or punishment; parents did not explain why
they punished; parents and teachers did not praise work; did not have input into
important family decisions; parents and siblings did not help with schoolwork.

Negative Role Models Parents broke promises; parents openly criticized others; often witnessed violent
arguments among adults in household; parents gave harsh punishments; parents
lost temper for no apparent reason; family had different standards than other
families.

Life Stressors Unable to go to school due to health; had to cope with large unexpected expenses;
teachers made unrealistic work demands; had serious illness; schoolwork effected
by problems of family members; was in situations where they could not keep up
with work.

Competitive Pressure Often experienced competition among co-workers; concerned about finding a good
job after graduation; frequently sought recognition for work; had to be competitive
to get ahead at work or school; selected people for membership in clubs; was
involved in team projects.

Negative Peer Group Friends had a cynical attitude towards society; high school and college friends had
trouble with law; friends and family were heavy users of drugs and alcohol;
observed people breaking rules while growing up; saw people taken advantage of;
witnessed verbal/physical violence.

Financial Need Many familites in neighborhood they grew up in received some type of public
assistance; lost mother or father; regular schedule was not emphasized in family;
members of family had been in trouble with law; people could take things away
from them because of family position.
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two propositions.
•   Proposition One:  Incidents of unethical behavior

will be more frequent when individuals experi-
ence stress and overload.

•   Proposition Two:  Attempts by organizations to
reduce stress by minimizing time pressure,
managing overload, clarifying goals, and
providing requisite resources will reduce inci-
dents of unethical behavior.

Actions taken to reduce work demands, of
course, are not the only steps that might be taken
to reduce stress and unethical behavior in
organizational settings.  Both stress and
uncertainty about outcomes are influenced by
people’s feelings of competence and their ability
to exert positive, effective control over their
work environment.  In keeping with this
observation, Weeks, Moore, McKenney, and
Longnecker administered vignettes calling for
ethical decisions to managers with greater and
lesser experience (46).  They found that
experienced managers were more likely than
their less experienced counterparts to make
ethical decisions.  Other studies by Arlow and
Uhlrich (47), Chonko and Hunt (48), Kidwell,
Stevens, and Bethke (49), and Teal and Carroll
(50) also indicate that more experienced
successful workers, workers with greater
expertise, are less likely to engage in unethical
activities or make unethical decisions.  As noted
above, one potential explanation for these
findings is the ability of experienced, competent
workers to handle stress and uncertainty.

Experienced, competent workers, however, may
also feel less need to take shortcuts.  Regardless
of the explanation used to account for these
effects, however, it is clear that organizations
may take a number of steps to build competence
and expertise through educational and mentoring
programs, careful selection of employees, and
providing people with time to pursue continuing
education projects (2).

Competence and expertise, of course, also
allow people to induce effective control over
their work environment.  Given the impact of
stress, outcome uncertainty, and fear on unethical
acts, one would expect that control beliefs would
be related to unethical behavior in organizational
settings.  In fact, studies by Hegarty and Sims
(12), Trevino and Youngblood (18), and Reiss
and Mitra (51) all indicate that people who have
a strong internal locus of control are less likely to
engage in unethical acts than people who believe
their actions are controlled by external forces.
What is important to recognize here, however, is
that organizations can build feelings of control by
assigning people to tasks commensurate with
their capabilities, allowing input to critical
decisions, and buffering people from
uncontrollable events.  Taken as a whole, these
observations imply the following three
propositions.

•   Proposition Three:  Less skilled or less experi-
enced scientists will be more likely to engage in
unethical acts and will be more sensitive to
organizational pressures that promote unethical
acts.

Figure 4:  Comparison of Individual and Situational Variables with Respect to the Prediction of Integrity Test Scores.
*P < .05    ** P < .01

Personality Based Tests Overt Tests
CPI CPI PSI Reid PSI Reid

Socialization Delinquency Honesty Honesty Theft Theft

INDIVIDUAL SCALES
Multiple Correlations .42 .38 .36 .27 .25 .30
Cross Validated Multiple Correlation .36 .31 .29 .20 .07 .17

SITUATIONAL SCALES
Multiple Correlation .62 .58 .57 .43 .35 .28
Cross-Validated Multiple Correlation .49 .51 .40 .38 .26 .12

SITUATIONAL SCALES ADDED TO
INDIVIDUAL SCALES

Multiple Correlation .67 .61 .61 .47 .41 .40
Cross-Validated Multiple Correlation .62 .50 .58 .38 .27 .17
Change in R Square .26** .23** .24** .17** .11** .07*
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•   Proposition Four:  Organizational actions
intended to develop expertise and maximize
feelings of competence will inhibit unethical acts.

•   Proposition Five:  Organizational actions in-
tended to maximize people’s control of their
environment will inhibit unethical acts.
As important as competence and control may

be to the management of stress and the
minimization of unethical behavior, some
consideration should be given to family and
social relationships.  Family and social
relationships, specifically supportive
relationships, help people cope with stress while
the implied commitment to others embedded in
these relationships promotes a prosocial outlook.
Accordingly, Mumford, Connelly, Helton,
Mowry, and Osburn (34) found that exposure to a
non-supportive family environment was related
to a lack of integrity.  Unfortunately scientists, in
part due to their introversion (52) and, in part due
to their work commitments (53), appear to have
some difficulty in establishing viable family and
social relationships.  By the same token,
however, scientists do appear to establish viable,
long-term collaborative relationships and create
social connections through their network of
enterprise (5, 54).  These observations, in turn,
suggest that incidents of unethical behavior will
occur less frequently among scientists who have
a rich extensive network of supportive
professional colleagues.  Moreover, by co-
locating scholars with similar interests,
encouraging collaborative work, recognizing the
value of multiple-authored publications, and
providing time for collegial interactions,
organizations can reduce incidents of scientific
misconduct.  Thus:

•   Proposition Six:  Individuals lacking collabora-
tive networks will be more likely to be involved
in incidents of scientific misconduct.

•   Proposition Seven:  Organizational actions
intended to facilitate and recognize the value of
collaborative activities will minimize incidents of
scientific misconduct.
Our foregoing observations with regard to

collaboration point to another factor likely to be
involved in incidents of scientific misconduct –
alienation.  Alienation among scientists is not a
strictly social phenomenon.  Alienation from the
work, and the work’s potential contributions to
society, appear particularly significant with
regard to scientific misconduct because scientific
work is often motivated by intrinsic interest in
the work for its own sake and an abiding belief in

the potential contribution of its’ worth to society
as a whole (55, 56).  As Bowie points out, this
intrinsic motivation buffers individuals from
situational pressures likely to promote unethical
acts (57).  He notes, furthermore, that a variety of
organizational policies might influence alienation
and intrinsic motivation including explicit
recognition of social contributions as well as
contributions to the “bottom line”, allowing
individuals to pursue personally interesting work,
and maximizing autonomy in decision-making.
These observations suggest the following
proposition.

•   Proposition Eight:  Attempts by the organization
to recognize and reward social contributions and
allow individuals to pursue their unique interests
will reduce incidents of scientific misconduct.
Eisenberger and Cammeron, however,

remind us that creative work, including scientific
work, is not simply a matter of intrinsic
motivation (58).  People’s work as scientists is
also motivated by extrinsic factors such as pay,
recognition, and status.  At first glance, it might
seem plausible to argue that extrinsic rewards
lead to unethical behavior.  However, the
relationship between the pursuit of extrinsic
rewards and unethical behavior appears
somewhat more complex with the pursuit of
extrinsic rewards contributing to unethical acts
only when people expect that the unethical
behavior will be rewarded, the unethical act will
not be detected, and the act, if detected, will not
be sanctioned by the organization (12, 18, 59).
One implication of this expectancy model is that
high performers will sometimes engage in
unethical acts because they believe they are less
likely to be sanctioned by the organization (60,
61)–potentially resulting in a culture that seems
to condone such acts.  Another implication of this
expectancy model is that ethical behavior will
decrease when extrinsic rewards such as pay and
promotions are based on immediate short-term
production demands rather than long-term
contributions to others (62).

In considering the impact of production
demands, however, it is necessary to bear in mind
a unique characteristic of scientific work.
Scientists’ rewards are often explicitly tied to
production such as journal publications, patents,
and fielding new software (63, 64).  By expressly
tying extrinsic rewards to production counts,
however, one can expect that misconduct will
increase whenever ambitious, extrinsically
motivated individuals, individuals motivated by
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financial needs, status concerns, and recognition,
encounter significant reverses in the production
process.  Thus, organizations might minimize
misconduct by rewarding progress towards goals
as well as production output, recognizing
alternative indices of performance such as impact
and innovation, and providing a minimal degree
of security and visibility for all group members
based on their unique strengths (65).  Taken as a
whole, our preceding observations about
extrinsic motivation suggest the following four
propositions.

•   Proposition Nine:  Organizational reward systems
that stress long-term innovation and impact will
tend to minimize incidents of unethical behavior.

•   Proposition Ten:  Organizational reward systems
that recognize progress as well as output will
tend to minimize incidents of unethical behavior.

•   Proposition Eleven:  Scientific misconduct will
occur more frequently when extrinsic rewards are
based on production and people are treated
harshly for production setbacks.

•   Proposition Twelve:  Scientific misconduct will
occur less frequently in organizations where all
incidents of misconduct are treated similarly,
regardless of the past performance of the people
involved.

Groups
The Mumford, Connelly, Helton, Mowry, and
Osburn study not only points to the influence of
individual level situational influences on
integrity, such as stress, relational support,
alienation, and financial need, it also underscores
the importance of certain group level influences
(34).  In this study, three variables operating at
the group level, role models, exposure to
negative peer groups, and competitive pressure,
were found to influence integrity.  Again, all
three of these situation variables appear to
represent important influences on integrity in
organizational settings.

In organizations, role modeling is commonly
subsumed under this broader area of leadership
(66), and there is, in fact, reason to believe that
the behavior of people assigned to formal
organizational leadership roles will influence the
manifest integrity of their “followers”.  In one
study along these lines, Schminke and Wells had
81 business students participate in a four-month
long strategic planning simulation (67).  During
the course of this simulation, measures of ethical
decision-making were obtained along with
measures of group process variables and

leadership styles, specifically consideration and
initiating structure.  They found that the leaders’
emphasis on initiating structure contributed to
ethical decision-making, presumably because the
initiation of structure led group members to focus
on task accomplishment rather than personal
concerns.  In another study along these lines,
Zabid and Alasgoff found that the behavior of
people’s immediate superior exerted stronger
effects on the occurrence of unethical acts than
other putative organizational influences such as
climate and codes of conduct (68).

Leaders appear to influence ethical behavior
through a variety of different mechanisms, some
of which may inhibit unethical acts and some of
which may promote such acts.  Sims, in a study
of leadership in financial services firms,
identified four ways leadership behavior
contributes to or promotes integrity (69).  He
argues that leaders promote ethical behavior by
a) focusing the attention of people on ethical
issues, b) responding to crises based on ethical,
productive concerns rather than self-protection,
c) allocating rewards based on long-term
contributions rather aggressive self-promotion,
and d) applying sanctions for incidents of
unethical behavior.  Along similar lines, Minkes,
Small, and Chatterjee have argued that leaders’
articulation and communication of personal,
ethical, and moral values will promote integrity
on the part of group members (70).  Contrawise,
it appears that leaders who articulate poor values
or exhibit self-serving, narcissistic behavior
implicitly encourage unethical behavior on the
part of subordinates (71, 72).  Vredenburgh and
Brender point out, moreover, that leaders who
consistently abuse power through arbitrary
actions, a focus on personal control, and
inequitable decisions, induce stress, fear, and
outcome uncertainty while activating the power
motive linked to unethical acts (73).

Although it seems clear that leaders have an
impact on ethical behavior in general, the
question remains as to whether leaders have a
similar impact on the ethical behavior of
scientists.  One might argue that, due to their
greater autonomy and specialized professional
expertise, scientists are less susceptible to leader
influence (66, 74).  Although this argument
seems plausible, the available evidence indicates
that leaders exert notable effects on people’s
behavior in research settings (75).  A case in
point may be found in Hounshell’s analysis of
research on synthetic fabrics in Dupont’s Pioneer
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research laboratories where the vision defined by
founders in the 1920s continued to shape the
laboratories’ research programs well into the
1990s (76).  Nonetheless, the autonomy and
expertise of scientists suggest that leader
influences on ethical issues will be less evident in
day-to-day direction and more evident in the
leaders’ a) definition of a coherent constructive
research vision, b) focus on production as
opposed to status relationships, and c) articula-
tion of ethical values in interactions with staff.
When these observations are considered with
respect to the findings sketched out above, they
suggest the following three propositions:

•   Proposition Thirteen:  Scientific misconduct will
be less common in groups where leaders have the
expertise needed to define a coherent vision for
the work.

•   Proposition Fourteen:  Scientific misconduct will
be less common in groups where the leader
actively articulates ethical values, potential social
contributions of the work, and enhancement of
the work rather than career status.

•   Proposition Fifteen:  Scientific misconduct will
be less common in groups where the leader
focuses on effective direction of production
activities rather than personal professional
recognition, maintenance of control, or social
acceptance.
Leadership, of course, is not the only group

level variable that might influence integrity in
organizational settings.  For example, Mumford,
Connelly, Helton, Mowry, and Osburn found that
competitive pressure was related to a lack of
integrity (34).  The effects of competition on
ethical behavior, however, appear to be quite
complex in organizational settings.  One way
competition appears to influence ethical behavior
may be found in the tendency of people to
discount the relevance of moral considerations to
decision-making in competitive situations (77).
Another way competition influences ethical
behavior is that negative perceptions of
competitors’ intentions provide a justification of
unethical acts (78).  Still another way
competition influences ethical behavior is by
inducing feelings of stress and uncertainty (39).

These varied mechanisms by which
competition influences ethical behavior are all
clearly applicable to scientists.  In the case of
scientists, however, it is quite possible that these
negative aspects of competition represent
particularly important influences on unethical

acts.  Scientists have been found to be highly
competitive evidencing not just competitive
intensity but some degree of hostility and
arrogance (79)–all dispositional factors likely to
make scientists particularly susceptible to the
negative effects of competitive pressure.
Competitive pressure, however, may not always
be destructive provided it is managed effectively
by the organization (80).  More specifically,
when competition is accompanied by respect for
competitors, people feel that they have sufficient
technical competence to compete effectively, and
competition is viewed as a depersonalized,
professional challenge, then competition may
contribute to performance and ethical behavior
(81, 82).  These observations, in turn, suggest the
following three propositions.

•   Proposition Sixteen:  Unethical acts are more
likely to be observed when ambitious, highly
competitive people are placed in competitive
settings where they lack requisite skills.

•   Proposition Seventeen:  Organizations that take
actions to reduce personalized competitive
pressure by evaluating performance on an
absolute rather than relative basis or by encourag-
ing collaborative work among potential competi-
tors are less likely to experience incidents of
unethical behavior.

•   Proposition Eighteen:  Unethical behavior is less
likely to occur when leaders, or organizational
practices, encourage people to analyze and
identify the merits in competitors’ work.
Personalized competition within-groups, of

course, may result in conflict and a lack of
cohesiveness.  In this regard, the Schminke and
Wells study cited earlier is noteworthy.  In
addition to examining leadership styles and their
influence on ethical decision-making, they also
examined the effects of group cohesiveness (67).
Here it was found that cohesiveness influenced
ethical decision-making both directly with more
cohesive groups making more ethical decisions
and indirectly with cohesive groups evidencing
higher performance which, in turn, led to more
ethical decision-making.  These findings suggest
that actions taken to induce cohesiveness through
development and articulation of a shared,
common vision, use of group as well as
individual rewards, integration of members work
activities, and encouragement of within-group
collaborative efforts will all contribute to ethical
behavior.  Thus, the following three propositions
seem indicated.
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•   Proposition Nineteen:  Unethical acts are more
likely to occur in non-cohesive conflict-laden
groups.

•   Proposition Twenty:  Cohesiveness within a
group will reduce scientific misconduct both by
enhancing performance and minimizing the
negative effects of within-group competition.

•   Proposition Twenty-One:  Organizational actions
that lead to higher cohesiveness, such as develop-
ment of a shared vision on the allocation of
group, as well as individual, rewards, will reduce
incidents of scientific misconduct.
Although it appears that cohesiveness may

contribute to integrity, a cautionary note seems in
order.  Many prior studies of groups, including
destructive behavior on the part of groups,
indicate that conformity pressures can induce
destructive, unethical behavior when the primary
concern is maintenance of harmonious group
relations and the goals being pursued by the
group are likely to result in destructive, unethical
behavior (24, 83).  Hence:

•   Proposition Twenty-Two:  When high levels of
cohesiveness prohibit questioning of group
actions, cohesiveness may be related to unethical
acts.
As implied by our foregoing proposition,

exposure to the behaviors of, and expectations
imposed by, other group members may influence
ethical behavior in organizational settings (34).
Exposure to peer groups is commonly held to
influence integrity through the models for
appropriate behavior provided by other group
members and the normative expectations
imposed on people by other members of the
group (39, 84).  Accordingly, Murphy has argued
that anomie, or normlessness, will engender
unethical behavior because group members lack
models for appropriate behavior and sanctions
are not imposed for unethical acts (10).  In
keeping with argument, Leede, Nijhof, &
Fisscher, note that when groups are experiencing
conditions of rapid change the resulting
breakdown in extant normative structures may
lead to an increase in the frequency of unethical
acts (85).  Thus,

•   Proposition Twenty-Three:  When groups are
experiencing rapid changes in personnel, technol-
ogy, or productions processes, incidents of
unethical behavior will increase.
The notion that normlessness will contribute

to the occurrence of unethical acts also implies
that the presence of normative expectations for

ethical behavior among group members will
contribute to integrity.  As might be expected, the
bulk of the available evidence does indicate that
ethical norms within a group lead to ethical
behavior.  For example, studies by Barnett (86),
Kawathatzopoulos (87), Verbke, Ouwerkerk, and
Peelen (88), and Weaver and Farrell (89) indicate
that when groups communicate expectations for
ethical behavior, and sanction violations by
group members, ethical decision-making
improves and unethical acts become less
frequent.  In this regard, however, it is important
to bear in mind a point made by Fritz, Arnett, and
Conkel (90), Grimalda (91), and Schokkaert and
Sweeney (92).  More specifically, the effects of
group norms on ethical behavior will vary with
people’s commitment to the group.  Accordingly,
the following three propositions seem indicated.

•   Proposition Twenty-Four:  Ethical behavior will
be more common in groups that have, and
actively apply, positive normative standards in
group decision-making and the application of
sanctions.

•   Proposition Twenty-Five:  The effects of ethical
norms on integrity depend on building feelings of
commitment to the group, the organization, or the
profession.

•   Proposition Twenty-Six:  the creation and
articulation of normative ethical standards by
leaders on professional organizations will prove
less effective when groups are experiencing rapid
change and commitment is low.

Organizations
The Mumford, Connelly, Helton, Mowry, and
Osburn study focused primarily on situational
factors operating at the individual or group level
(34).  As a result, this study does not directly
address the various organizational level variables
that might be related to integrity.  Nonetheless,
the nature of the individual and group based
situational influences on integrity do suggest that
certain organizational level variables will also
influence integrity.  One set of organizational
level influences suggested by our foregoing
observations is the organization’s operating
environment—specifically three features of the
organization’s operating environment turbulence,
munificence, and interdependence.

Environmental turbulence refers to rapid
changes in technology, business processes,
product markets, and competitors (93).  Of
course, turbulence will lead to normlessness as
well as uncertainty about the requirements for
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effective performance, both conditions that can
be expected to promote unethical acts.
Accordingly, Morris, Marks, Allen, and Perry
found that ethical values were less evident among
people working for organizations operating in a
turbulent environment (94).  Along similar lines,
Rossouw has argued that the turbulence induced
by social disruption can lead to unethical acts on
the part of organizations (95).  Among scientists,
however, it seems likely that turbulence will
exert larger effects when its impact is evident in
their immediate technical environment or in
employment practices.  These observations, in
turn, lead to the following two propositions.

•   Proposition Twenty-Seven:  As turbulence
increases in the organization’s operating environ-
ment the frequency of unethical acts will in-
crease.

•   Proposition Twenty-Eight:  Scientific misconduct
will increase in periods of rapid change in
technological paradigms and employment
practices.
In contrast to turbulence, munificence refers

to the availability of resources and the low
degree of competitive pressure evident in the
organizations’ operating environment.  In fact,
the available evidence indicates that munificence
is related to ethical conduct in organizational
settings.  For example, Verschoor (96), in a study
of Fortune 500 companies, found that ethical
conduct with regard to organizational
shareholders increased with financial
performance while Judge (97), in a study of
hospitals, found that scarcity of financial
resources was negatively related to social
contributions.  In still another study along these
lines, Zarkada-Fraser found that collusion in
government project bids was related to project
desirability and competition (98).  Among
scientists, where resources are critical to
conducting requisite research work, non-
munificent environments may encourage
unethical acts as a way of insuring resource
availability.  Thus,

•   Proposition Twenty-Nine:  As the munificence of
the organizations operating environment de-
creases, unethical behavior and incidents of
scientific misconduct will increase.
A third, and final, environmental variable

commonly linked to ethical behavior in
organizational settings is interdependence, or the
extent to which organizational success depends
on maintaining viable relationships with other
organizations including suppliers, alliance

partners, or government agencies.  As might be
expected, high interdependence appears to
promote ethical behavior (99, 100, 101).
Although it is unclear exactly what mechanisms
shape the influence of interdependence on ethical
behavior the following proposition does seem
indicated:

•   Proposition Thirty:  Unethical behavior occurs
less frequently in organizations where perfor-
mance depends on the support, or goodwill, of
other entities.
The organization’s operating environment is,

of course, one influence on the structure of the
organization.  Structure, or the manifest division
of labor in an organization, has not commonly
been studied as an influence on integrity.
However, the available evidence indicates that
unethical acts are less likely to occur in small
organizations (102, 103) and in organizations
where roles and responsibilities are clearly
defined (85, 104).  One explanation for this
pattern of findings may be found in diffusion of
responsibility and its derivative effects or
alienation.  In keeping with this alienation and
diffusion of responsibility notion, Dooley and
Fryxell found that diversification was related to
corporate pollution levels (105).  These
observations imply the following proposition:

•   Proposition Thirty-One:  As organizational
structures become more complex, and roles and
role accountability are less clearly defined for
individuals, unethical acts will become more
frequent.
While structure refers to the organization of

the work, climate refers to people’s perceptions
of social interactional expectations with their
work environment (106).  Relative to structure,
climate has received substantially more attention
as a potential influence on ethical behavior in
organizational settings.  In one study along these
lines, Sims and Keon administered five business
scenarios calling for an ethical decision to 245
business students who were also asked to
complete a survey describing the company for
which they were currently working (107).  It was
found that perceptions of their work environment
were related to ethical decision-making.  Similar
findings have been obtained by Baumhart (59).

Although there is reason to believe that
organizational climate influences ethical
behavior, more debate surrounds the nature of the
specific climate dimensions involved.  Agarwal
and Malloy identify five climate dimensions
related to ethical behavior:
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1) individual caring 2) social caring, 3) inde-
pendence, 4) Machiavellianism, and 5) law and
code (108).  Vidaver-Cohen proposes a different
model of ethical climate which stresses the
importance of 1) social responsibility, 2) social
support, 3) avoiding harm of others, 4) task
support, and 5) equity of reward procedures
(109).  Still another model, one proposed by Key,
views climate as a function of:  1) day-to-day
reinforcement of ethical conduct, 2) punishment
of unethical conduct, and 3) management role
modeling (110).  Finally, Argadona and Hartman,
Yrle, and Galle argue that trust and perceptions
of distributive and procedural justice represent
key organizational climate dimensions
influencing ethical behavior on organizations
(111, 112).

While a variety of models of ethical climate
are available, it seems likely that some of these
dimensions will prove more important than
others in shaping the ethical behavior of
scientists.  Given the hostility and
competitiveness characteristic of scientists (79),
it seem plausible to argue that climates stressing
trust and social support while maintaining
perceptions of procedural and distributive justice
will prove particularly important in minimizing
misconduct (7).  The demands of creative work,
moreover, suggest that climates reinforcing
autonomy, openness, and minimization of
premature criticism will also prove useful in
enhancing ethical behavior (75, 113).  Thus, the
following two propositions seem indicated.

•   Proposition Thirty-Two:  Organizational climates
that promote perceptions of trust and fairness will
minimize incidents of scientific misconduct.

•   Proposition Thirty-Three:  Organizational
climates that are open and not overly critical of
new ideas will minimize incidents of scientific
misconduct.
The climate literature, however, also

underscores the importance of day-to-day
reinforcement on ethical conduct.  In the case of
scientists, the importance of ethical standards
implies that professional codes, as well as their
acceptance and embodiment by the organization,
will also influence incidents of scientific
misconduct.  In fact, studies by Weaver and
Farrell (89) of American Marketing Association
members, and Gotterbarn (114) of software
engineers, indicate that professional codes are
viewed as important influences on ethical
behavior in the sciences and may lead to
improvements in ethical decision-making.

On the other hand, however, there is no
assurance that professional ethical codes will be
adopted by organizations in their day-to-day
practices.  This point is nicely illustrated in a
study by Etheredge who examined attitudes
toward ethical behavior in business managers and
identified two dimensions:  a) the importance of
ethics and social responsibility, and b) subordin-
ation of ethics and social responsibility to
organizational effectiveness (115).  Thus,
organizations in their quest for efficiency and
control, may reject professional ethical standards
that conflict with organizational needs.  When
organizations reject these professional standards,
however, it can be expected that the resulting
organizational-professional conflict will induce
some stress as people are forced to choose
between these competing expectations.  Although
a number of considerations will influence how
this conflict is resolved, it appears that
investment in the organization, as opposed to the
profession, is of critical importance (116).
Accordingly, the following three propositions
seem indicated.

•   Proposition Thirty-Four:  Incidents of scientific
misconduct will be less common among indi-
viduals who are more invested in the profession
rather than the organization they are working.

•   Proposition Thirty-Five:  Incidents of scientific
misconduct will be less common in organizations
that rely on their professional technical reputation
for market advantage and view organizational
needs as consistent with professional ethical
codes.

•   Proposition Thirty-Six:  Professional ethical
codes will prove most effective in reducing
scientific misconduct when codes are actively
supported by the organization.

Conclusions and Directions
Figure 5 summarizes the various propositions we
have proposed with respect to the situational
variables influencing ethical behavior at the
individual, group, and organizational levels.  In
reviewing these propositions, however, an
important caveat seems in order.  More
specifically, although all of the propositions were
formulated based on a review of the
organizational literature as it relates to the
situational variables influencing integrity.  Few, if
any, studies have directly examined the influence
of organizational, situational variables on
research integrity.  Thus, these propositions
should not be viewed as well established
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conclusions but, instead, as a set of hypotheses
that might be used to guide further research.

The need for further research along these
lines becomes even more salient when one takes
two other considerations into account.  First,
although the propositions presented in the present

effort all seem plausible, evidence is not
available examining the relative importance of
these various situational variables on scientific
misconduct and research integrity.  For example,
given the known dispositional characteristics of
scientists (79), it seems attractive to argue that

Group Level
13) Scientific misconduct will be less common in

groups where leaders have the expertise needed
to define a coherent vision for the work

14) Scientific misconduct will be less common in
groups where the leader actively articulates
ethical values, potential social contributions of
the work and enhancement of the work rather
than career status

15) Scientific misconduct will be less common in
groups where the leader focuses on effective
direction of production activities rather than
personal professional recognition, maintenance
of control, or social acceptance

16) Unethical acts are more likely to be observed
when ambitious, highly competitive people are
placed in competitive settings where they lack
requisite skills

17) Organizations that take actions to reduce
personalized competitive pressure by evaluating
performance on an absolute rather than relative
basis or by encouraging collaborative work
among potential competitors are less likely to
experience incidents of unethical behavior

18) Unethical behavior is less likely to occur when
leaders, or organizational practices, encourage
people to analyze and identify the merits in
competitors’ work

19) Unethical acts are more likely to occur in non-
cohesive, conflict-laden groups

20) Cohesiveness within a group will reduce
scientific misconduct both by enhancing
performance and minimizing the negative
effects of within group competition

21) Organizational actions that lead to higher
cohesiveness such as development of a shared
vision or the allocation of group as well as
individual rewards will reduce incidents of
scientific misconduct

22) When high levels of cohesiveness prohibit
questioning of group actions, cohesiveness may
be related to unethical acts

23) When groups are experiencing rapid changes in
personnel, technology, or production progress,
incidents of unethical behavior will increase

24) Ethical behavior will be more common in
groups that have, and actively apply, positive
normative standards in group decision-making
and the application of standards

25) The effects of ethical norms on integrity may
depend on building feelings of commitment to
the group, organization or profession

26) The creation and articulation of normative
ethical standards by leaders in professional
organizations will prove less effective when
groups are experiencing rapid change and
commitment is low

Individual Level
1) Incidents of unethical behavior will

be more frequent when individuals
experience stress and overload

2) Attempts by organizations to reduce
stress by minimizing time pressure,
managing overload, clarifying
goals, and providing requisite
resources will reduce incidents of
unethical behavior

3) Less skilled or less experienced
scientists will be more likely to
engage in unethical acts and will
be more sensitive to organizational
pressures that promote unethical
acts

4) Organizational actions intended to
develop expertise and maximize
feelings of competence will inhibit
unethical acts

5) Organizational actions intended to
maximize people’s control of their
environment will inhibit unethical
acts

6) Individuals lacking collaborative
networks will be more likely to be
involved in incidents of scientific
misconduct

7) Organizational actions intended to
facilitate and recognize the value of
collaborative activities will
minimize incidents of scientific
misconduct

8) Attempts by organizations to
recognize and reward social
contributions and allow individuals
to pursue their unique interests will
reduce incidents of scientific
misconduct

9) Organizational reward systems that
stress long-term innovation and
impact will tend to minimize
incidents of unethical behavior

10) Organizational rewards that
recognize progress as well as output
will tend to minimize incidents of
unethical behavior

11) Scientific misconduct will occur
more frequently when extrinsic
rewards are based on production
and people are treated harshly for
setbacks

12) Scientific misconduct will occur
less frequently in organizations
where all incidents of misconduct
are treated similarly regardless of
past performance

Figure 5.  Summary of Propositions at Individual, Group, and Organizational Levels

Organizational Level
27) As turbulence increases in the

organization’s operating
environment, the frequency of
unethical acts will increase

28) Scientific misconduct will
increase in periods of rapid
change in technological
paradigms and employment
practices

29) As the munificence of the
organization’s operating
environment decreases, unethical
behavior and incidents of
scientific misconduct will
increase

30) Unethical behavior will occur
less frequently in organizations
where performance depends on
the support, or goodwill, of other
entities

31) As organizational structures
become more complex, and roles
and role accountability are less
clearly defined for individuals’
unethical acts will become more
frequent

32) Organizational climates that
promote perceptions of trust and
fairness will minimize incidents
of scientific misconduct

33) Organizational climates that are
open and not overly critical of
new ideas will minimize
incidents of scientific
misconduct

34) Incidents of scientific
misconduct will be less common
among individuals who are more
invested in the profession rather
than the organization for which
they are working

35) Incidents of scientific
misconduct will be less common
in organizations that rely on their
professional or technical
reputation for market advantage
and view organizational needs as
consistent with professional
ethical codes

36) Professional ethical codes will
prove most effective in reducing
scientific misconduct when
codes are actively supported by
the organization
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competition, conflict, and a lack of cohesiveness
will have a greater impact on misconduct than the
direction provided by a leader. Unfortunately,
however, evidence allowing us to evaluate the
relative importance of various situational
influences within and across three levels of
analysis is, at this juncture, simply not available.

Second, in formulating these propositions we
have examined organizations as a general
phenomenon drawing heavily from past research
in the “for profit” business arena (18, 107).  What
must be recognized here, however, is that
scientists’ work occurs in a variety of settings
aside from the business arena including
universities, government agencies, and non-profit
research institutes.  As a result, the unique
characteristics of these non-business settings may
influence the relative importance of the various
situational variables identified in the present
effort.  A case in point can be found in our
observations about organizational conflicts with
professional codes of ethics since such conflicts
maybe less pronounced outside the business
setting.  Thus, there is a need to assess the
generality of these propositions across work
settings.

Even bearing these caveats in mind,
however, we believe that the present study does
lead to some noteworthy conclusions about
research integrity.  To begin, we tend to attribute
incidents of misconduct to characteristics of the
individual.  Although the importance of the
scientist’s character is not to be underestimated,
the results obtained in the present effort suggest
that situational variables have a large, perhaps a
larger, impact on integrity than individual
variables.  Although this argument is by no
means unique (11), it does suggest that future
studies of research integrity should give as much
attention to situational and individual influences.

The present effort, moreover, has served to
identify an initial set of situational variables that
should be examined in studies of research
integrity.  The Mumford, Connelly, Helton,
Mowry, and Osburn study underscores the
importance of stress, alienation, support, need,
role models, peer groups, and competitive
pressure (34).  In this paper we have provided
some evidence that these same situational
pressures might also be operating in
organizational settings.  For example, stress
appears to be a potentially significant influence
on incidents of misconduct at the individual level
while competitive pressure appears to influence

integrity at the group level.  These individual and
group level situational influences, moreover,
appear to be associated with a coherent set of
organizational level influences such as turbulence
and munificence.

In identifying the situational variables
operating at the individual, group, and
organizational levels, moreover, it becomes
possible to draw inferences about the conditions
under which incidents of misconduct are most
likely to be observed and the actions that might
be taken by organizations to reduce incidents of
misconduct.  For example, support appears to be
related to misconduct with individuals lacking
collaborative networks and broader social
support being more vulnerable to misconduct.
Organizations, however, by encouraging people
to collaborate and build a strong network of
professional connections, may do much to
minimize misconduct.  Similarly, while
competitive pressure apparently plays a notable
role in scientific misconduct, such simple
strategies as avoiding person-to-person
comparisons and insuring adequate resources are
available may do much to minimize the
occurrence of misconduct.  Hopefully, the
present effort will serve not only as a framework
for further research examining the impact of
situational variables on scientific misconduct but
will provide a basis for formulating new policies
that will help insure the integrity of the research
process.  In fact, given the changes occurring in
many scientific fields, there may well in the
future be an even more pressing need for
practical guidelines along these lines as the
rarefied world of science comes into ever closer
contact with the manifold demands and pressures
of the modern organization.
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